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Physical devices or human interpreters can help people to converse reliably in foreign languages. However, these approaches are
obtrusive and distracting as they introduce a delay in the translation between the original and translated words, interrupting the
natural flow of conversation. Real-time language translation in immersive environments could enable more seamless, face-to-face
communication, removing any barriers and making conversations feel natural and uninterrupted. With the rise of large language
models, research in language translation is rapidly developing, further pushing innovation for translating speech in augmented and
virtual reality. Progress of this area is explored through literature research. Findings and implementations are examined, discussing
the usability and limitations of the proposed systems across various applications and environmental contexts. Results include the
insufficient depth in testing of the introduced systems and limited consideration for usability. Using audio for translated speech has
been identified as a research gap, as well as investigating the social effects on users. Research of speech transcription can be seen as an

example for displaying translation results as subtitles, in terms of interface recommendations and user study design.
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1 Introduction

Language barriers are still one of the biggest obstacles that hinder global communication [9]. People often rely on their
smartphones to translate unknown languages or hire an interpreter in professional settings. However, having a device
in between two parties speaking is obtrusive [16] and disrupts the natural flow of a conversation, even potentially
disturbing the sense of privacy [9]. Although human interpreters can provide real-time translation through synchronous
interpretation, where they speak while the original speaker is talking, this process is highly complex and demands
interpreters to be skilled and stress resistant [7]. Effective interpretation also requires background knowledge in the
respective fields, and interpreters often face intense pressure, which can lead to burnout [4]. Furthermore, the real voice
of the speaker is masked by the voice of the translator. Meanwhile, the usage of a smartphone is often perceived as
distracting by the user and gives the impression of a lack of interest towards others [16].

More recently, real-time transcription and translation of spoken language have become increasingly practical due to
the developments in automatic speech recognition (ASR), large language models (LLMs) and text-to-speech (TTS) [5].

These technologies combined with immersive environment such as augmented reality (AR) or virtual reality (VR),
could reduce the disadvantages in "traditional" translation and offer a more straightforward and less disruptive process
[9]. Augmented and virtual reality glasses could lower the cognitive workload while improving comprehension and

therefore providing a more engaging communication experience [2].
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2 Renate Zhang

Language translation has been represented through audio translation using smart glasses with built-in speakers
[1, 9] or depicted through subtitles, using AR displays [15] and VR glasses [2]. Similarly to depicting subtitles for a
foreign language, various systems used continuous, real-time captions as visual representation for speech to aid deaf
and hard-of-hearing people (DHH) using head-mounted displays (HMD) [10, 15-17].

In this review, the current research landscape of the real-time language is explored. The purpose of studies, their
research design and findings are examined, and the overall quality assessed. Literature are compared, and the findings
from these papers are combined to highlight the studies’ shortcomings and differences. Overall the goal is to identify
research gaps and discuss potential research perspectives. What are the challenges from existing publications, what can

we learn and how can we use their findings in future studies?

2 Methodology

A literature review was carried out, analysing the usage of real-time translation and transcription technologies. The
review was conducted in 2024 through a search on online databases using “SpringerLink”, “IEEExplore”, “ACM Digital
Library”, "ScienceDirect" and the Google Scholar search engine. The search covered the period from 2018 to 2024,
focusing on publications from the last six years. The year 2018 was chosen due the release of several new AR and VR
glasses, such as the Oculus Go, the Magic Leap One and HTC Vive Pro, to account for the recent advancements in AR
and VR technologies.

The search was conducted using a combination of the following keywords and their abbreviations:"Real-time" AND
"Language translation” AND "Augmented reality” OR "Virtual reality” AND "Glasses" OR "Display” OR "HMD". Only
open-access resources or those accessible through the TU Vienna library and in publications written in English were
considered. Additional relevant papers were identified by reviewing the related works sections of previously discovered
studies, as well as using the "Similar papers" feature in Google Scholar and the listed databases. During the process, the
term "Smart Glasses" was encountered in several studies and subsequently added to the list of keywords.

A thorough screening was applied to select articles relevant with the research focus. The papers were examined
whether they involved translating speech and the usage of any form of augmented and virtual reality, not limited
to glasses. Papers with focus on sign language interpretation and translation of written text where excluded as the
technology relies on image and movement recognition instead of speech. Additionally, studies focusing solely on
translation without any AR or VR element were not included, as well as studies with emphasis on language learning
without a real-time translation component. While still relevant, these fields exceeds the scope of this paper and are
therefore not considered.

In the first search phase, six relevant papers were found. However, during the first screening process it was noticed
that most of the papers were lacking information on how the study was evaluated and had no clear findings. Under
this circumstance, similar areas of research were considered, such as real-time captioning as visual representation.
Displaying captions share similarities with generating translated subtitles in AR and VR, only without the language
translation aspect. Consequently, the search term "Transcription" and "Captions", as well as their variations, were
added, resulting in a higher number of qualitative publications. With the increased number of papers, a more selective
approach was carried out, including only studies that conducted user studies and was cited more than 30 times. These
additions contributed four, bringing the total to ten relevant papers. In future research this number will be further
increased.

To organize the findings, studies were split broadly into two categories: real-time translation in AR and VR and

real-time transcription in AR. Furthermore, a codebook was developed to extract relevant statements from each study
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and summarized on a Miro Board, see Appendix 5. Each section was coded in their respective colour: general purpose of
the study (yellow), research method (blue), findings (green), shortcomings and improvements (pink), the darker colours
post-its stand for higher relevancy and importance. Furthermore, certain criteria should be provided by studies in order
to evaluate their quality. These included a description of a clear purpose, methodology design, explanation study’s

evaluation process and well-presented results.

3 Findings

The review of the research activity on real-time language translation and transcription using AR and VR led to the
identification of ten studies, which are presented in Table 1 and Table 2. The authors, year of publication, purpose of
study, research method and the findings of each paper are listed in the overviewing tables. In the following, a more

detailed presentation of findings are presented.

3.1 Real-Time Translation and Captioning Technologies

Among all the papers, seven developed their own software to handle the translation and transcription mechanism
[2,9-11, 15-17], other methods included the usage of commercially available glasses with in-built translation [3], a
paper prototype [19] and a purely literature-based study [18]. All but one paper focused on using subtitles to present
translations, with one chose audio translation as the output [9].

Four out of the six studies regarding real-time translation focused on developing an own prototype with AR and VR
devices [2, 9, 15, 19], while another study compared AR glasses with mobile apps [3] and one presented a review paper
regarding Al-driven AR glasses for multilingual communication. The studies on real-time transcription for AR glasses
explored different aspects of transcription, including user control of the caption interface [11], captioning in mobile
[10] and all-day settings [16], as well as in group environments [17]. All studies involving transcription were designed

for deaf and hard of hearing people.

3.2 Research Design

If an evaluation of a developed prototype was included the most common method was to conduct user studies
[3, 10, 11, 16, 17]. Furthermore, to gather information beforehand, co-design sessions [16, 19], surveys [16] and formative
studies [11] were used. Each study in Table 2 provided specific methodological information and conducted extensive
user testing as well as aspects about the evaluations. However, only two papers [3, 19] regarding real-time translation
in Table 1 provided further information on how their studies were evaluated and included the number of participants.
The other three publications [2, 9, 15], which involved a prototype development, provided only rough information
about the participant size and the procedure of the testing. For instance, it was mentioned that the prototype "was
tested with a group of individuals with hearing challenges" [2], without any further elaboration .

These three papers showed signs of mediocre quality according to the defined quality criteria. The objectives and
goals of these papers were too broadly defined, such as "aims to enhance communication for individuals facing hearing
challenges and foster cultural connections" [2] or lacked further implications beyond the development of the AR
glasses. For example, it was stated the goal was "to develop and test the use of AR audio glasses for translation between
languages" [9], while another paper presented "a visual captioning interface to facilitate DHH individuals and connect
people speaking different languages" [15]. These statement lacked specificity and did not include broader impacts or
applications.
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Summarizing, papers which included user studies concluded with more concise findings [3, 10, 11, 16, 17] while
studies with no proper testing of the developed prototype have a lack of clear purpose [2, 9, 15]. Additionally, systems
were tested in controlled environments with small, similar participant groups, limiting the applicability to diverse and
real-world contexts [3, 16, 17].

3.3 User Experience

Systems like SpeechBubbles [17] and Wearable Subtitles [16] increase participation in both personal and professional
settings by reducing cognitive load and enhancing comprehension [2]. Furthermore, wearable AR devices can create
interpersonal connection and reduce feelings of isolation for DHH users [2, 11]. It was originally assumed that AR
glasses would outperform mobile apps in various factors, such as usability and connectivity [3]. However, in direct
comparison participants preferred the mobile app and found it more user-friendly and efficient. Reason for this, was the
lack of accuracy and translation speed which impacted user experience. In fact, the AR glasses created higher mental
loads and frustration. Without reliable translation quality, users cannot fully engage in conversation and benefit from
the features of the AR glasses.

However, users welcomed customization of the subtitles and the transcription [2, 11, 15, 19], adjustable text size
and font enhanced usability. Features like the spatial adjustment of captions allow users to follow conversations
more naturally, thus reducing attention splits between speakers and visuals [10]. Therefore user-centric designs are
recommended [18], which ease concerns over usability, but also privacy and societal acceptance. Real-time captions
increase usability in mobile settings, allowing users to stay aware of their surroundings, e.g. while walking, compared
to relying on phone-based services [11]. Other features like speaker identification and out-of-view indicators further

help maintain focus and improve engagement in dynamic settings [10, 17].

3.4 Challenges

Linguistic nuances and cultural context is still a problem in translation systems in AR glasses [3, 9, 18]. Contextual errors
in languages and non-native pronunciation can cause lower accuracy [9]. Systems with reliance of cloud processing for
translation can introduce latency [18], which can, as mentioned before, impact user experience [3]. All hardware used
were wireless systems which provides mobility, but are vulnerable on network availability issues [18],

Wearable designs, like lightweight glasses or subtle AR glasses, minimize stigma and ensure private captioning [16].
In contrast, if the device was too bulky and heavy, e.g. the HoloLens [10, 11], it would cause discomfort during extended
use. Also, participants found wearing the HoloLens would draw attention which would make interactions feel unnatural
for the user and the conversation partners. Furthermore, brightness issues in natural daylight and battery limitations
reduce usability outdoors [11, 16]. Additionally, managing dynamic captioning settings during a conversation, such as
repositioning text or handling overlapping speakers, can also overwhelm users, complicating their interaction with the

system [11].

3.5 Design recommendations

Captions should be placed near the bottom-centre of the visual field in scrolling, line-by-line format to improve readability
and reduce cognitive load [15, 17]. In general, text and visuals should be positioned close to the speaker, reducing
visual attention split and therefore increases access to information [10, 15]. The speaker should be tracked, so captions
should be automatic aligned with the speakers to reduce user effort [10]. In order to enhance mobility, lightweight and

portable designs with broader language support are recommended for multilingual and mobile applications. In terms of
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Table 1. Studies on real-time translation on AR and VR devices

Author/s Year

Context and device

Purpose of study

Research method

Findings

Baletal [2] 2024

Speech Translation
Subtitles

Development of VR glasses
with real-time speech transla-

Tested with a group of indi-
viduals with hearing challenges

NLP model results in high ac-
curacy in real-time translation,

VR Headset tion through subtitles and cap- (n=?), evaluation only verbally increased understanding of par-
tioning features. stated. ticipation of conversation,
Chen [3] 2023a Speech Translation Comparison of AR glasses and User study (n=40) comparing No quantitative differences; AR
Subtitles apps for translation in academic AR glasses and mobile apps, glasses show potential for natu-
AR Glasses and therapeutic settings. quantitative measures and semi- ral interactions but face usabil-
structured interviews. ity issues.
Hovde et al. 2021 Speech Translation Development of AR glasses Tested on English, Spanish, and Recognizing of context and
[9] Translated Audio with real-time auditory transla- German for accuracy and speed  tone, but cultural errors in Ger-
AR Glasses tion. (n=?). man, lower accuracy for non-
native speakers.
Li [15] 2023 Speech Translation Development of AR display No formal testing of prototype. Captions improve accessibility
Subtitles equipped with real-time speech by aligning captions with speak-
AR Display translation through subtitles ers and reducing attention split.
and captioning features and
summarize design space for AR
interfaces
Rasheed 2024 Speech Translation Review of Al-driven AR glasses Analysed literature and case High potential for inclusivity
etal. [18] Subtitles and Trans- for real-time multilingual com- studies on translation accuracy ~with accurate translations but
lated Audio munication. and user challenges. hindered by contextual, latency,
AR Glasses and user adoption issues.
Simon et al. 2024 Speech and Text Development of AR glasses pro- Four co-design sessions with Design recommendation for
[19] Translation totype with real-time speech participants (n=15) to refine fea- customizable subtitles and in-
Subtitles and visual translation. tures clusion of cultural context.
AR Helmet Proto-
type
Table 2. Studies on real-time transcription on AR glasses
Author/s Year Context and device Purpose of study Research method Findings
Jain et al. 2018a Speech Captioning Development of AR glasses for ~Auto-ethnographic study using AR captions improved speaker
[10] Captions DHH with real-time captioning two prototypes tested in 10 aca- interaction but faced usability
AR Glasses and user control of caption in- demic settings over 6 weeks. issues like device discomfort,
terface. distractions and limited caption
tracking.
Jain et al. 2018b Speech Captioning Examining the potential for mo- Formative study (n=12) identi- While walking captions can
[11] Captions bile captions on HMDs and de- fying needs of deaf and hard support communication access
AR Glasses velopment of AR glasses for of hearing people , and semi- and improve attentional bal-
DHH with real-time captioning. controlled study (n=10) to eval- ance between speaker and en-
uate prototype . vironment.
Olwal et al. 2020 Speech Captioning Development of 3D-printed AR Large survey (n=501), pilot- Light-weight prototype reduced
[16] Captions glasses for DHH with real-time study  (formative in-lab  social stigma but required en-
AR Glasses captioning in all-day scenario.  research), study in-the-wild hancements in fit, text visibility,
use, study in mobile and group and transcription speed.
conversations (n=24)
Peng et al. 2018 Speech Captioning Development of AR glasses for Interviews (n=38), co-design ses- Users preferred speech bubbles
[17] Speech Bubbles DHH with real-time captioning  sions, and user studies (n=12) for associating speakers but
AR Glasses in group conversations. comparing traditional captions noted issues with visual clut-

with the SpeechBubbles proto-
type.

ter and limited space. Improve-
ments like multi-line bubbles
and rising bubble animations.

participants, testing should be expanded to include diverse linguistic, cultural, and environmental contexts for more

inclusive and robust systems [3, 19].
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4 Discussion

Based on the findings above, the potential of real-time speech translation using AR glasses is still constrained by
hardware limitations, suggesting the need of technological progress. The lack of user testing highlight the gap of

developing practical and user-friendly solutions, while the usage of audio as a translation output has been neglected.

4.1 Current State of the Field

The field of real-time speech translation using AR glasses remains in an early stage of development. So far, the number of
relevant papers are modest, as well as in regards of the academic quality. This can be explained through the technology
itself, as AR glasses represent a new form of technology. In previous years the power of current augmented glasses
were not sufficient enough to power language translation and not rely on external sources, e.g. connect to a mobile
phone. Only in recent years, wearable AR glasses with language translation capabilities have been released to public,
such as the XRAI Glass One [8], Magic Leap 2 [14], RayNeo X2 [6] and most notably the Ray-Ban Meta Glasses [13] and
Snap’s Spectacles [20]. Currently, only one scientific publication has used commercial available glasses for translation
[3]- The current number of publications reflects the lengthy publication process. Excluding the research phase, peer
review alone takes three to six months [12]. Since the models were released only recently, there has not been enough
time to publish related papers.

However, research in speech captioning concerning DHH people produced a considerable number of publications.
Specific fields, such as transcribing speech in group settings [11] or in mobile contexts [10] have already been investigated,
which can serve as a template for creating translating language systems in similar environments. The development of
speech translation using AR can align with approaches used for AR transcription, applying similar methodologies in

prototype design and user studies.

4.2 Future Directions

So far, using subtitles for displaying speech translation is the preferred method. Captions for DHH have shown to
improve the wearers involvement in conversation, this effect can be expected for subtitle translation in case of reliable
latency and accuracy. However, other medium such as using audio have been neglected. Similar studies can be held,
conducting research what kind of new problems using audio as an output will immerse. For instance, using voice-over
for translation raises questions about how hearing both the original speech and its real-time translation simultaneously
impacts comprehension and engagement during conversations. A more general question can then be formed, whether
using subtitles would be a good option at all or if using auditory translation could yield better results. Determining the
most effective method for presenting translated speech remains an open area for further investigation.

As ready-to-wear AR glasses become available, the discussion can shift from development to their social implications.
Research can focus on how does wearing language translation glasses affect the wearer and the environment, instead
on the hardware. Questions could be raised, such as in what way the glasses would influence the emotional connection
between speakers of different languages. In the field of language learning, research could examine whether glasses foster
or hinder improvement in learning a new foreign language. Further, similar to comparing AR translation glasses to
mobile apps [3], comparison studies can be held with professional interpreters in terms of accuracy and user experience,
possibly testify if AR glasses can substitute interpreters.

Publications of speech translation show a deficit in user testing. The field of speech transcription can be used as a
guide, already existing findings can be considered when designing for language translation interfaces. For instance, the
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display and mechanics of the subtitles is highly comparable to captions for DHH, thus existing design recommendations
can be reapplied when incorporating language translation subtitles. Furthermore, user-centric design is recommended,
as conducting formative studies beforehand can lead to more user-friendly outcomes. As cultural context is still an
issue in language translation, future research should prioritize development of language algorithms and creation of
efficient hardware to improve translation speed and precision.

In future studies, a broader spectrum of papers will be considered and a higher number of analysed paper included.

The citation count will be reconsidered as a metric to ensure the inclusion of the most recent publications.

5 Conclusion

This study presents a literature review of research on real-time language translation using speech, which includes the
analysis of ten papers. While there is progress in developing real-time language translation systems using AR and VR,
several challenges and limitations remain. Many studies lack evaluation methodologies and clear research objectives
and findings. However, systems focusing on transcription for DHH can serve as an example for research and prototype
design, e.g. including user studies in research to enhance usability.

While current systems increase participation and improving understanding, AR glasses still struggle with linguistic
nuances while facing problems with latency. User satisfaction can be improved by providing customization and keeping
to design recommendations, such as placing the text near the speaker and on the bottom-centre in scrolling, line-by-line
format. The device in general should be light-weight and subtle to increase long-time wear and reduce social acceptance.
Furthermore, research on speech translation in AR and VR using audio as output method has been identified as a
promising research gap where further research on social effects is needed.

Real-time language translation in immersive environments is a growing trend, that represents a dynamic and fast
developing field. This review is well-timed, as new AR glasses are expected to be released on the market and subsequently
come in contact with the wide public. Researchers may benefit from the findings and results from this review as the

existing limitations and gaps are provided.
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