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Physical devices or human interpreters can help people to converse reliably in foreign languages. However, these approaches are
obtrusive and distracting as they introduce a delay in the translation between the original and translated words, interrupting the
natural flow of conversation. Real-time language translation in immersive environments could enable more seamless, face-to-face
communication, removing any barriers and making conversations feel natural and uninterrupted. With the rise of large language
models, research in language translation is rapidly developing, further pushing innovation for translating speech in augmented and
virtual reality. Progress of this area is explored through literature research. Findings and implementations are examined, discussing
the usability and limitations of the proposed systems across various applications and environmental contexts. Results include the
insufficient depth in testing of the introduced systems and limited consideration for usability. Using audio for translated speech has
been identified as a research gap, as well as investigating the social effects on users. Research of speech transcription can be seen as an
example for displaying translation results as subtitles, in terms of interface recommendations and user study design.
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1 Introduction

Language barriers are still one of the biggest obstacles that hinder global communication [9]. People often rely on their
smartphones to translate unknown languages or hire an interpreter in professional settings. However, having a device
in between two parties speaking is obtrusive [16] and disrupts the natural flow of a conversation, even potentially
disturbing the sense of privacy [9]. Although human interpreters can provide real-time translation through synchronous
interpretation, where they speak while the original speaker is talking, this process is highly complex and demands
interpreters to be skilled and stress resistant [7]. Effective interpretation also requires background knowledge in the
respective fields, and interpreters often face intense pressure, which can lead to burnout [4]. Furthermore, the real voice
of the speaker is masked by the voice of the translator. Meanwhile, the usage of a smartphone is often perceived as
distracting by the user and gives the impression of a lack of interest towards others [16].

More recently, real-time transcription and translation of spoken language have become increasingly practical due to
the developments in automatic speech recognition (ASR), large language models (LLMs) and text-to-speech (TTS) [5].

These technologies combined with immersive environment such as augmented reality (AR) or virtual reality (VR),
could reduce the disadvantages in "traditional" translation and offer a more straightforward and less disruptive process
[9]. Augmented and virtual reality glasses could lower the cognitive workload while improving comprehension and
therefore providing a more engaging communication experience [2].
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Language translation has been represented through audio translation using smart glasses with built-in speakers
[1, 9] or depicted through subtitles, using AR displays [15] and VR glasses [2]. Similarly to depicting subtitles for a
foreign language, various systems used continuous, real-time captions as visual representation for speech to aid deaf
and hard-of-hearing people (DHH) using head-mounted displays (HMD) [10, 15–17].

In this review, the current research landscape of the real-time language is explored. The purpose of studies, their
research design and findings are examined, and the overall quality assessed. Literature are compared, and the findings
from these papers are combined to highlight the studies’ shortcomings and differences. Overall the goal is to identify
research gaps and discuss potential research perspectives. What are the challenges from existing publications, what can
we learn and how can we use their findings in future studies?

2 Methodology

A literature review was carried out, analysing the usage of real-time translation and transcription technologies. The
review was conducted in 2024 through a search on online databases using “SpringerLink”, “IEEExplore”, “ACM Digital
Library”, "ScienceDirect" and the Google Scholar search engine. The search covered the period from 2018 to 2024,
focusing on publications from the last six years. The year 2018 was chosen due the release of several new AR and VR
glasses, such as the Oculus Go, the Magic Leap One and HTC Vive Pro, to account for the recent advancements in AR
and VR technologies.

The search was conducted using a combination of the following keywords and their abbreviations:"Real-time" AND
"Language translation" AND "Augmented reality" OR "Virtual reality" AND "Glasses" OR "Display" OR "HMD". Only
open-access resources or those accessible through the TU Vienna library and in publications written in English were
considered. Additional relevant papers were identified by reviewing the related works sections of previously discovered
studies, as well as using the "Similar papers" feature in Google Scholar and the listed databases. During the process, the
term "Smart Glasses" was encountered in several studies and subsequently added to the list of keywords.

A thorough screening was applied to select articles relevant with the research focus. The papers were examined
whether they involved translating speech and the usage of any form of augmented and virtual reality, not limited
to glasses. Papers with focus on sign language interpretation and translation of written text where excluded as the
technology relies on image and movement recognition instead of speech. Additionally, studies focusing solely on
translation without any AR or VR element were not included, as well as studies with emphasis on language learning
without a real-time translation component. While still relevant, these fields exceeds the scope of this paper and are
therefore not considered.

In the first search phase, six relevant papers were found. However, during the first screening process it was noticed
that most of the papers were lacking information on how the study was evaluated and had no clear findings. Under
this circumstance, similar areas of research were considered, such as real-time captioning as visual representation.
Displaying captions share similarities with generating translated subtitles in AR and VR, only without the language
translation aspect. Consequently, the search term "Transcription" and "Captions", as well as their variations, were
added, resulting in a higher number of qualitative publications. With the increased number of papers, a more selective
approach was carried out, including only studies that conducted user studies and was cited more than 30 times. These
additions contributed four, bringing the total to ten relevant papers. In future research this number will be further
increased.

To organize the findings, studies were split broadly into two categories: real-time translation in AR and VR and
real-time transcription in AR. Furthermore, a codebook was developed to extract relevant statements from each study
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and summarized on a Miro Board, see Appendix 5. Each section was coded in their respective colour: general purpose of
the study (yellow), research method (blue), findings (green), shortcomings and improvements (pink), the darker colours
post-its stand for higher relevancy and importance. Furthermore, certain criteria should be provided by studies in order
to evaluate their quality. These included a description of a clear purpose, methodology design, explanation study’s
evaluation process and well-presented results.

3 Findings

The review of the research activity on real-time language translation and transcription using AR and VR led to the
identification of ten studies, which are presented in Table 1 and Table 2. The authors, year of publication, purpose of
study, research method and the findings of each paper are listed in the overviewing tables. In the following, a more
detailed presentation of findings are presented.

3.1 Real-Time Translation and Captioning Technologies

Among all the papers, seven developed their own software to handle the translation and transcription mechanism
[2, 9–11, 15–17], other methods included the usage of commercially available glasses with in-built translation [3], a
paper prototype [19] and a purely literature-based study [18]. All but one paper focused on using subtitles to present
translations, with one chose audio translation as the output [9].

Four out of the six studies regarding real-time translation focused on developing an own prototype with AR and VR
devices [2, 9, 15, 19], while another study compared AR glasses with mobile apps [3] and one presented a review paper
regarding AI-driven AR glasses for multilingual communication. The studies on real-time transcription for AR glasses
explored different aspects of transcription, including user control of the caption interface [11], captioning in mobile
[10] and all-day settings [16], as well as in group environments [17]. All studies involving transcription were designed
for deaf and hard of hearing people.

3.2 Research Design

If an evaluation of a developed prototype was included the most common method was to conduct user studies
[3, 10, 11, 16, 17]. Furthermore, to gather information beforehand, co-design sessions [16, 19], surveys [16] and formative
studies [11] were used. Each study in Table 2 provided specific methodological information and conducted extensive
user testing as well as aspects about the evaluations. However, only two papers [3, 19] regarding real-time translation
in Table 1 provided further information on how their studies were evaluated and included the number of participants.
The other three publications [2, 9, 15], which involved a prototype development, provided only rough information
about the participant size and the procedure of the testing. For instance, it was mentioned that the prototype "was
tested with a group of individuals with hearing challenges" [2], without any further elaboration .

These three papers showed signs of mediocre quality according to the defined quality criteria. The objectives and
goals of these papers were too broadly defined, such as "aims to enhance communication for individuals facing hearing
challenges and foster cultural connections" [2] or lacked further implications beyond the development of the AR
glasses. For example, it was stated the goal was "to develop and test the use of AR audio glasses for translation between
languages" [9], while another paper presented "a visual captioning interface to facilitate DHH individuals and connect
people speaking different languages" [15]. These statement lacked specificity and did not include broader impacts or
applications.
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Summarizing, papers which included user studies concluded with more concise findings [3, 10, 11, 16, 17] while
studies with no proper testing of the developed prototype have a lack of clear purpose [2, 9, 15]. Additionally, systems
were tested in controlled environments with small, similar participant groups, limiting the applicability to diverse and
real-world contexts [3, 16, 17].

3.3 User Experience

Systems like SpeechBubbles [17] and Wearable Subtitles [16] increase participation in both personal and professional
settings by reducing cognitive load and enhancing comprehension [2]. Furthermore, wearable AR devices can create
interpersonal connection and reduce feelings of isolation for DHH users [2, 11]. It was originally assumed that AR
glasses would outperform mobile apps in various factors, such as usability and connectivity [3]. However, in direct
comparison participants preferred the mobile app and found it more user-friendly and efficient. Reason for this, was the
lack of accuracy and translation speed which impacted user experience. In fact, the AR glasses created higher mental
loads and frustration. Without reliable translation quality, users cannot fully engage in conversation and benefit from
the features of the AR glasses.

However, users welcomed customization of the subtitles and the transcription [2, 11, 15, 19], adjustable text size
and font enhanced usability. Features like the spatial adjustment of captions allow users to follow conversations
more naturally, thus reducing attention splits between speakers and visuals [10]. Therefore user-centric designs are
recommended [18], which ease concerns over usability, but also privacy and societal acceptance. Real-time captions
increase usability in mobile settings, allowing users to stay aware of their surroundings, e.g. while walking, compared
to relying on phone-based services [11]. Other features like speaker identification and out-of-view indicators further
help maintain focus and improve engagement in dynamic settings [10, 17].

3.4 Challenges

Linguistic nuances and cultural context is still a problem in translation systems in AR glasses [3, 9, 18]. Contextual errors
in languages and non-native pronunciation can cause lower accuracy [9]. Systems with reliance of cloud processing for
translation can introduce latency [18], which can, as mentioned before, impact user experience [3]. All hardware used
were wireless systems which provides mobility, but are vulnerable on network availability issues [18],

Wearable designs, like lightweight glasses or subtle AR glasses, minimize stigma and ensure private captioning [16].
In contrast, if the device was too bulky and heavy, e.g. the HoloLens [10, 11], it would cause discomfort during extended
use. Also, participants found wearing the HoloLens would draw attention which would make interactions feel unnatural
for the user and the conversation partners. Furthermore, brightness issues in natural daylight and battery limitations
reduce usability outdoors [11, 16]. Additionally, managing dynamic captioning settings during a conversation, such as
repositioning text or handling overlapping speakers, can also overwhelm users, complicating their interaction with the
system [11].

3.5 Design recommendations

Captions should be placed near the bottom-centre of the visual field in scrolling, line-by-line format to improve readability
and reduce cognitive load [15, 17]. In general, text and visuals should be positioned close to the speaker, reducing
visual attention split and therefore increases access to information [10, 15]. The speaker should be tracked, so captions
should be automatic aligned with the speakers to reduce user effort [10]. In order to enhance mobility, lightweight and
portable designs with broader language support are recommended for multilingual and mobile applications. In terms of
Manuscript submitted to ACM
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Table 1. Studies on real-time translation on AR and VR devices

Author/s Year Context and device Purpose of study Research method Findings
Bal et al. [2] 2024 Speech Translation

Subtitles
VR Headset

Development of VR glasses
with real-time speech transla-
tion through subtitles and cap-
tioning features.

Tested with a group of indi-
viduals with hearing challenges
(n=?), evaluation only verbally
stated.

NLP model results in high ac-
curacy in real-time translation,
increased understanding of par-
ticipation of conversation,

Chen [3] 2023a Speech Translation
Subtitles
AR Glasses

Comparison of AR glasses and
apps for translation in academic
and therapeutic settings.

User study (n=40) comparing
AR glasses and mobile apps,
quantitative measures and semi-
structured interviews.

No quantitative differences; AR
glasses show potential for natu-
ral interactions but face usabil-
ity issues.

Hovde et al.
[9]

2021 Speech Translation
Translated Audio
AR Glasses

Development of AR glasses
with real-time auditory transla-
tion.

Tested on English, Spanish, and
German for accuracy and speed
(n=?).

Recognizing of context and
tone, but cultural errors in Ger-
man, lower accuracy for non-
native speakers.

Li [15] 2023 Speech Translation
Subtitles
AR Display

Development of AR display
equipped with real-time speech
translation through subtitles
and captioning features and
summarize design space for AR
interfaces

No formal testing of prototype. Captions improve accessibility
by aligning captions with speak-
ers and reducing attention split.

Rasheed
et al. [18]

2024 Speech Translation
Subtitles and Trans-
lated Audio
AR Glasses

Review of AI-driven AR glasses
for real-time multilingual com-
munication.

Analysed literature and case
studies on translation accuracy
and user challenges.

High potential for inclusivity
with accurate translations but
hindered by contextual, latency,
and user adoption issues.

Simon et al.
[19]

2024 Speech and Text
Translation
Subtitles
AR Helmet Proto-
type

Development of AR glasses pro-
totype with real-time speech
and visual translation.

Four co-design sessions with
participants (n=15) to refine fea-
tures

Design recommendation for
customizable subtitles and in-
clusion of cultural context.

Table 2. Studies on real-time transcription on AR glasses

Author/s Year Context and device Purpose of study Research method Findings
Jain et al.
[10]

2018a Speech Captioning
Captions
AR Glasses

Development of AR glasses for
DHH with real-time captioning
and user control of caption in-
terface.

Auto-ethnographic study using
two prototypes tested in 10 aca-
demic settings over 6 weeks.

AR captions improved speaker
interaction but faced usability
issues like device discomfort,
distractions and limited caption
tracking.

Jain et al.
[11]

2018b Speech Captioning
Captions
AR Glasses

Examining the potential for mo-
bile captions on HMDs and de-
velopment of AR glasses for
DHHwith real-time captioning.

Formative study (n=12) identi-
fying needs of deaf and hard
of hearing people , and semi-
controlled study (n=10) to eval-
uate prototype .

While walking captions can
support communication access
and improve attentional bal-
ance between speaker and en-
vironment.

Olwal et al.
[16]

2020 Speech Captioning
Captions
AR Glasses

Development of 3D-printed AR
glasses for DHH with real-time
captioning in all-day scenario.

Large survey (n=501), pilot-
study (formative in-lab
research), study in-the-wild
use, study in mobile and group
conversations (n=24)

Light-weight prototype reduced
social stigma but required en-
hancements in fit, text visibility,
and transcription speed.

Peng et al.
[17]

2018 Speech Captioning
Speech Bubbles
AR Glasses

Development of AR glasses for
DHH with real-time captioning
in group conversations.

Interviews (n=8), co-design ses-
sions, and user studies (n=12)
comparing traditional captions
with the SpeechBubbles proto-
type.

Users preferred speech bubbles
for associating speakers but
noted issues with visual clut-
ter and limited space. Improve-
ments like multi-line bubbles
and rising bubble animations.

participants, testing should be expanded to include diverse linguistic, cultural, and environmental contexts for more
inclusive and robust systems [3, 19].
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4 Discussion

Based on the findings above, the potential of real-time speech translation using AR glasses is still constrained by
hardware limitations, suggesting the need of technological progress. The lack of user testing highlight the gap of
developing practical and user-friendly solutions, while the usage of audio as a translation output has been neglected.

4.1 Current State of the Field

The field of real-time speech translation using AR glasses remains in an early stage of development. So far, the number of
relevant papers are modest, as well as in regards of the academic quality. This can be explained through the technology
itself, as AR glasses represent a new form of technology. In previous years the power of current augmented glasses
were not sufficient enough to power language translation and not rely on external sources, e.g. connect to a mobile
phone. Only in recent years, wearable AR glasses with language translation capabilities have been released to public,
such as the XRAI Glass One [8], Magic Leap 2 [14], RayNeo X2 [6] and most notably the Ray-Ban Meta Glasses [13] and
Snap’s Spectacles [20]. Currently, only one scientific publication has used commercial available glasses for translation
[3]. The current number of publications reflects the lengthy publication process. Excluding the research phase, peer
review alone takes three to six months [12]. Since the models were released only recently, there has not been enough
time to publish related papers.

However, research in speech captioning concerning DHH people produced a considerable number of publications.
Specific fields, such as transcribing speech in group settings [11] or inmobile contexts [10] have already been investigated,
which can serve as a template for creating translating language systems in similar environments. The development of
speech translation using AR can align with approaches used for AR transcription, applying similar methodologies in
prototype design and user studies.

4.2 Future Directions

So far, using subtitles for displaying speech translation is the preferred method. Captions for DHH have shown to
improve the wearers involvement in conversation, this effect can be expected for subtitle translation in case of reliable
latency and accuracy. However, other medium such as using audio have been neglected. Similar studies can be held,
conducting research what kind of new problems using audio as an output will immerse. For instance, using voice-over
for translation raises questions about how hearing both the original speech and its real-time translation simultaneously
impacts comprehension and engagement during conversations. A more general question can then be formed, whether
using subtitles would be a good option at all or if using auditory translation could yield better results. Determining the
most effective method for presenting translated speech remains an open area for further investigation.

As ready-to-wear AR glasses become available, the discussion can shift from development to their social implications.
Research can focus on how does wearing language translation glasses affect the wearer and the environment, instead
on the hardware. Questions could be raised, such as in what way the glasses would influence the emotional connection
between speakers of different languages. In the field of language learning, research could examine whether glasses foster
or hinder improvement in learning a new foreign language. Further, similar to comparing AR translation glasses to
mobile apps [3], comparison studies can be held with professional interpreters in terms of accuracy and user experience,
possibly testify if AR glasses can substitute interpreters.

Publications of speech translation show a deficit in user testing. The field of speech transcription can be used as a
guide, already existing findings can be considered when designing for language translation interfaces. For instance, the
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display and mechanics of the subtitles is highly comparable to captions for DHH, thus existing design recommendations
can be reapplied when incorporating language translation subtitles. Furthermore, user-centric design is recommended,
as conducting formative studies beforehand can lead to more user-friendly outcomes. As cultural context is still an
issue in language translation, future research should prioritize development of language algorithms and creation of
efficient hardware to improve translation speed and precision.

In future studies, a broader spectrum of papers will be considered and a higher number of analysed paper included.
The citation count will be reconsidered as a metric to ensure the inclusion of the most recent publications.

5 Conclusion

This study presents a literature review of research on real-time language translation using speech, which includes the
analysis of ten papers. While there is progress in developing real-time language translation systems using AR and VR,
several challenges and limitations remain. Many studies lack evaluation methodologies and clear research objectives
and findings. However, systems focusing on transcription for DHH can serve as an example for research and prototype
design, e.g. including user studies in research to enhance usability.

While current systems increase participation and improving understanding, AR glasses still struggle with linguistic
nuances while facing problems with latency. User satisfaction can be improved by providing customization and keeping
to design recommendations, such as placing the text near the speaker and on the bottom-centre in scrolling, line-by-line
format. The device in general should be light-weight and subtle to increase long-time wear and reduce social acceptance.
Furthermore, research on speech translation in AR and VR using audio as output method has been identified as a
promising research gap where further research on social effects is needed.

Real-time language translation in immersive environments is a growing trend, that represents a dynamic and fast
developing field. This review is well-timed, as newAR glasses are expected to be released on the market and subsequently
come in contact with the wide public. Researchers may benefit from the findings and results from this review as the
existing limitations and gaps are provided.

References
[1] Lovitt Andrew, Miller Antonio John, Robinson Philip, and Selfon Scott. 2021. Natural language translation in augmented reality (AR). https:

//patents.google.com/patent/US11068668B2/en
[2] Advait Bal, P. Anjana, K. T. Gayathri Devi, Vishaal S. Upot, S. Abhishek, and T. Anjali. 2024. AR Glasses for Real-Time Translation and Subtitling.

279–288. https://doi.org/10.1007/978-981-97-6678-9_25
[3] Shenghao Chen. 2023. EYES ON THE FUTURE: A MIXED-METHODS EVALUATION OF REAL-TIME TRANSLATION IN AUGMENTED REALITY

GLASSES. (2023).
[4] Tian Chen. 2023. The interplay between psychological well-being, stress, and burnout: Implications for translators and interpreters. Heliyon 9, 8

(Aug. 2023), e18589. https://doi.org/10.1016/j.heliyon.2023.e18589
[5] Wenqian Cui, Dianzhi Yu, Xiaoqi Jiao, Ziqiao Meng, Guangyan Zhang, Qichao Wang, Yiwen Guo, and Irwin King. 2024. Recent Advances in Speech

Language Models: A Survey. (10 2024). http://arxiv.org/abs/2410.03751
[6] Heaney David. 2024. RayNeo X2 Review: Are The First Standalone AR Glasses More Than A Tech Demo? (Sept. 2024). https://www.uploadvr.com/

rayneo-x2-standalone-ar-glasses-review/ Publication Title: UploadVR.
[7] Z.Z. Gafarova, M.A. Bozorova, Sh.Sh. Jumayeva, L.I. Idiyeva, and L.U. Radjabova. 2020. Synchronous Translation – a Complex Set of Cognitive

Processes. International Journal of Psychosocial Rehabilitation 24, 1 (Jan. 2020), 403–407. https://doi.org/10.37200/IJPR/V24I1/PR200143
[8] XRAI Glass. 2024. (2024). https://xrai.glass/blog/introducing-the-xrai-ar-one/
[9] Ian N. Hovde, Forrest S. Kelley, Ryan J. Kearney, and Douglas E. Dow. 2021. Aural Language Translation with Augmented Reality Glasses. In Lecture

Notes of the Institute for Computer Sciences, Social-Informatics and Telecommunications Engineering, LNICST, Vol. 403 LNICST. Springer Science and
Business Media Deutschland GmbH, 61–70. https://doi.org/10.1007/978-3-030-92163-7_6

[10] Dhruv Jain, Bonnie Chinh, Leah Findlater, Raja Kushalnagar, and Jon Froehlich. 2018. Exploring Augmented Reality Approaches to Real-Time
Captioning: A Preliminary Autoethnographic Study. In Proceedings of the 2018 ACM Conference Companion Publication on Designing Interactive

Manuscript submitted to ACM

https://patents.google.com/patent/US11068668B2/en
https://patents.google.com/patent/US11068668B2/en
https://doi.org/10.1007/978-981-97-6678-9_25
https://doi.org/10.1016/j.heliyon.2023.e18589
http://arxiv.org/abs/2410.03751
https://www.uploadvr.com/rayneo-x2-standalone-ar-glasses-review/
https://www.uploadvr.com/rayneo-x2-standalone-ar-glasses-review/
https://doi.org/10.37200/IJPR/V24I1/PR200143
https://xrai.glass/blog/introducing-the-xrai-ar-one/
https://doi.org/10.1007/978-3-030-92163-7_6


8 Renate Zhang

Systems. ACM, Hong Kong China, 7–11. https://doi.org/10.1145/3197391.3205404
[11] Dhruv Jain, Rachel Franz, Leah Findlater, Jackson Cannon, Raja Kushalnagar, and Jon Froehlich. 2018. Towards Accessible Conversations in a

Mobile Context for People who are Deaf and Hard of Hearing. In Proceedings of the 20th International ACM SIGACCESS Conference on Computers and
Accessibility (ASSETS ’18). Association for Computing Machinery, New York, NY, USA, 81–92. https://doi.org/10.1145/3234695.3236362

[12] Springer Nature Journal. 2024. (2024). https://support.springer.com/en/support/solutions/articles/6000131708-timescale-to-publish-an-article-for-
a-springer-nature-journal

[13] Knibbs Kate. 2024. I Wore Meta Ray-Bans in Montreal to Test Their AI Translation Skills. It Did Not Go Well. (June 2024). https://www.wired.com/
story/meta-ray-ban-ai-translation-skills-do-not-work-well/ Publication Title: Wired.

[14] Magic Leap. 2022. (2022). https://www.magicleap.com/magic-leap-2
[15] Jingya Li. 2023. Augmented Reality Visual-Captions: Enhancing Captioning Experience for Real-Time Conversations. In Lecture Notes in Computer

Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), Vol. 14037 LNCS. Springer Science and Business
Media Deutschland GmbH, 380–396. https://doi.org/10.1007/978-3-031-34609-5_28 ISSN: 16113349.

[16] Alex Olwal, Kevin Balke, Dmitrii Votintcev, Thad Starner, Paula Conn, Bonnie Chinh, and Benoit Corda. 2020. Wearable subtitles: Augmenting
spoken communication with lightweight eyewear for all-day captioning. In UIST 2020 - Proceedings of the 33rd Annual ACM Symposium on User
Interface Software and Technology. Google Research, 1108–1120. https://doi.org/10.1145/3379337.3415817

[17] Yi-Hao Peng, Ming-Wei Hsi, Paul Taele, Ting-Yu Lin, Po-En Lai, Leon Hsu, Tzu-chuan Chen, Te-Yen Wu, Yu-An Chen, Hsien-Hui Tang, and Mike Y.
Chen. 2018. SpeechBubbles: Enhancing Captioning Experiences for Deaf and Hard-of-Hearing People in Group Conversations. In Proceedings of the
2018 CHI Conference on Human Factors in Computing Systems. ACM, Montreal QC Canada, 1–10. https://doi.org/10.1145/3173574.3173867

[18] Zainab Rasheed, Sameh Ghwanmeh, and Aziz Almahadin. 2024. A Critical Review of AI-Driven AR Glasses for Realtime Multilingual Communication.
In 2024 Advances in Science and Engineering Technology International Conferences (ASET). IEEE, Abu Dhabi, United Arab Emirates, 1–6. https:
//doi.org/10.1109/ASET60340.2024.10708749

[19] Tori Simon, Upama Thapa Magar, Shrutee Dwa, Michael S Wendell, Benjamin J Bettencourt, and Jerry Alan Fails. 2024. The Audiovisual Virtual
Assistant (AVA): The Augmented Reality Translation Helmet that Breaks Language Barriers. In Proceedings of the 23rd Annual ACM Interaction
Design and Children Conference. ACM, Delft Netherlands, 1008–1011. https://doi.org/10.1145/3628516.3661604

[20] Spectacles. 2024. (2024). https://newsroom.snap.com/sps-2024-spectacles-snapos?lang=en-US

Manuscript submitted to ACM

https://doi.org/10.1145/3197391.3205404
https://doi.org/10.1145/3234695.3236362
https://support.springer.com/en/support/solutions/articles/6000131708-timescale-to-publish-an-article-for-a-springer-nature-journal
https://support.springer.com/en/support/solutions/articles/6000131708-timescale-to-publish-an-article-for-a-springer-nature-journal
https://www.wired.com/story/meta-ray-ban-ai-translation-skills-do-not-work-well/
https://www.wired.com/story/meta-ray-ban-ai-translation-skills-do-not-work-well/
https://www.magicleap.com/magic-leap-2
https://doi.org/10.1007/978-3-031-34609-5_28
https://doi.org/10.1145/3379337.3415817
https://doi.org/10.1145/3173574.3173867
https://doi.org/10.1109/ASET60340.2024.10708749
https://doi.org/10.1109/ASET60340.2024.10708749
https://doi.org/10.1145/3628516.3661604
https://newsroom.snap.com/sps-2024-spectacles-snapos?lang=en-US


H
ow

 A
R 

 g
la

ss
es

 a
nd

 
m

ob
ile

 a
pp

s 
di

ff
er

 in
 

en
ha

nc
in

g 
th

e 
tr

an
sl

at
io

n 
ex

pe
ri

en
ce

s 
of

 th
es

e 
st

ud
en

ts
 a

nd
 a

ss
es

se
s 

if 
AR

gl
as

se
s 

ca
n 

ov
er

co
m

e 
la

ng
ua

ge
 b

ar
ri

er
s.

St
ud

ie
s 

on
 r

ea
l-​t

im
e 

tr
an

sl
at

io
n 

on
 A

R 
an

d 
VR

 d
ev

ic
es

VR
 g

la
ss

es
 w

it
h 

re
al

-​
ti

m
e 

tr
an

sl
at

io
n 

an
d 

su
bt

it
le

 c
ap

ab
ili

ti
es

 
fo

r 
in

di
vi

du
al

s 
fa

ci
ng

 
he

ar
in

g 
ch

al
le

ng
es

 a
nd

 
fo

st
er

 c
ul

tu
ra

l 
co

nn
ec

tio
ns

.

Th
e 

su
bt

itl
in

g 
fe

at
ur

e 
w

as
 a

ls
o 

fo
un

d 
to

 b
e 

eff
ec

ti
ve

 in
 p

ro
vi

di
ng

 
cl

ea
r 

ca
pt

io
ns

 o
f t

he
 

sp
ok

en
 c

on
ve

rs
at

io
ns

.

Pa
rt

ic
ip

an
ts

 
re

po
rt

ed
 th

at
 th

e 
sy

st
em

 h
el

pe
d 

th
em

to
 u

nd
er

st
an

d 
be

tt
er

 a
nd

 a
ls

o 
to

 
pa

rt
ic

ip
at

e 
in

 
co

nv
er

sa
tio

ns
.

Th
e 

ab
ili

ty
 to

 s
ee

 
su

bt
itl

es
 o

ve
rl

ai
d 

ca
n 

he
lp

 t
o 

re
du

ce
 

co
gn

it
iv

e 
lo

ad
 a

nd
 

im
pr

ov
e 

co
m

pr
eh

en
si

on
 in

 
th

e 
re

al
 w

or
ld

.

Fo
cu

s 
on

 u
se

r-
​ce

nt
ri

c 
de

si
gn

. T
he

 s
ys

te
m

 
w

as
 d

ev
el

op
ed

 w
ith

 
in

pu
t o

f i
nd

iv
id

ua
ls

 
w

ith
 h

ea
ri

ng
 

ch
al

le
ng

es
, m

ee
tin

g 
th

ei
r 

sp
ec

ifi
c 

ne
ed

s.

Ba
l e

t a
l.

Ch
en

Ra
sh

ee
d 

et
 a

l.

Si
m

on
 e

t a
l.

N
LP

 m
od

el
 

ex
hi

bi
tin

g 
hi

gh
 

ac
cu

ra
cy

 in
 r

ea
l-​

tim
e 

sp
ee

ch
 

re
co

gn
iti

on
 a

nd
 

tr
an

sl
at

io
n.

Ab
ili

ty
 to

 c
us

to
m

iz
e 

th
e 

si
ze

 a
nd

 fo
nt

 o
f 

th
e 

su
bt

it
le

s,
 a

nd
 a

ls
o 

th
e 

op
tio

n 
to

 s
el

ec
t 

be
tw

ee
n 

di
ff

er
en

t 
tr

an
sl

at
io

n 
m

od
el

s.

Fu
tu

re
 w

or
k 

is
 

to
 im

pr
ov

e 
th

e 
sy

st
em

’s
 

ac
cu

ra
cy

 a
nd

 
re

sp
on

si
ve

ne
ss

.

N
o 

cl
ea

r 
pu

rp
os

e
of

 s
tu

dy
 a

nd
 

ex
pl

an
at

io
n 

st
ud

y'
s 

ev
al

ua
tio

n
pr

oc
es

s.

H
yp

ot
he

si
s 

su
gg

es
te

d 
A

R 
gl

as
se

s 
w

ou
ld

 
ou

tp
er

fo
rm

 m
ob

ile
ap

ps
 in

 u
sa

bi
lit

y,
 

aff
ec

tiv
e 

st
at

e,
 a

nd
 

co
nn

ec
te

dn
es

s

Q
ua

nt
it

at
iv

e 
fi

nd
in

gs
 d

id
 

no
t 

su
pp

or
t 

th
es

e 
hy

po
th

es
es

Pa
rt

ic
ip

an
ts

 fo
un

d
th

e 
m

ob
ile

 a
pp

 
m

or
e 

us
er

-​
fr

ie
nd

ly
 a

nd
 

effi
ci

en
t t

ha
n 

AR
 

gl
as

se
s.

Tr
an

sl
at

io
n 

sp
ee

d 
an

d 
ac

cu
ra

cy
 in

 A
R 

gl
as

se
s 

cr
iti

ca
lly

 
im

pa
ct

ed
 u

se
r 

ex
pe

ri
en

ce
 a

nd
 

sa
tis

fa
ct

io
n

H
ig

he
r 

m
en

ta
l 

de
m

an
ds

 a
nd

 
fr

us
tr

at
io

n 
w

it
h 

th
e 

A
R 

gl
as

se
s.

W
ith

ou
t t

ra
ns

la
tio

n 
qu

al
ity

, u
se

rs
 

ca
nn

ot
 fu

lly
 

en
ga

ge
 o

r 
be

ne
fit

 
fr

om
 th

e 
fe

at
ur

es
 o

f 
AR

 g
la

ss
es

Th
e 

po
si

tio
n 

an
d 

fo
rm

at
 o

f t
ra

ns
la

te
d 

te
xt

 in
cr

ea
se

d 
co

gn
it

iv
e 

lo
ad

, h
ar

d 
to

fo
cu

s 
on

 te
xt

 a
nd

 fa
ci

al
 

ex
pr

es
si

on
s 

si
m

ul
ta

ne
ou

sl
y.

Te
xt

 d
is

pl
ay

ed
 o

n 
AR

 
gl

as
se

s 
m

ov
ed

 fr
om

 t
he

 
bo

tt
om

 t
o 

th
e 

to
p,

 
ob

sc
ur

in
g 

th
e 

fa
ce

. T
ex

t 
at

 
th

e 
bo

tt
om

-​c
en

te
r 

in
 a

 
sc

ro
lli

ng
 fo

rm
at

 is
 

re
co

m
m

en
de

d.

A
ss

um
in

g 
si

m
ila

r 
tr

an
sl

at
io

n 
ac

cu
ra

cy
 a

nd
 s

pe
ed

,
m

os
t 

in
te

rn
at

io
na

l 
st

ud
en

ts
 p

re
fe

rr
ed

A
R 

Fu
tu

re
 s

tu
di

es
 

sh
ou

ld
 e

nh
an

ce
 

A
R 

gl
as

se
s’

 s
pe

ed
an

d 
ac

cu
ra

cy
 to

 
va

lid
at

e 
fin

di
ng

s.

Fo
cu

si
ng

 o
nl

y 
on

 C
hi

ne
se

 a
nd

Sp
an

is
h 

lim
its

 
ap

pl
ic

ab
ili

ty
 to

 
ot

he
r 

la
ng

ua
ge

s

A 
di

ve
rs

e 
pa

rt
ic

ip
an

t 
po

ol
 w

ou
ld

 
im

pr
ov

e 
ge

ne
ra

liz
ab

ili
ty

Te
st

in
g 

in
 a

 
la

bo
ra

to
ry

 
se

tt
in

g 
is

 
an

ot
he

r 
lim

ita
tio

n

A
ur

al
 t

ra
ns

la
ti

on
 s

ys
te

m
 

us
in

g 
au

gm
en

te
d 

re
al

it
y 

(A
R)

 g
la

ss
es

 w
ith

 a
ud

io
 

ca
pa

bi
lit

ie
s 

co
nn

ec
te

d 
w

ith
 

a 
sm

ar
tp

ho
ne

 fo
r 

tr
an

sc
ri

pt
io

n,
 tr

an
sl

at
io

n,
 

an
d 

co
nv

er
si

on
 o

f t
ex

t b
ac

k
to

 a
ud

io
.

G
er

m
an

 C
on

te
xt

 E
rr

or
s:

Ex
am

pl
es

 in
cl

ud
e 

in
co

rr
ec

t 
tr

an
sl

at
io

ns
 o

f c
ul

tu
ra

l 
ph

ra
se

s,
 s

uc
h 

as
 "

W
he

re
 is

 
th

e 
ba

th
ro

om
?"

 tr
an

sl
at

ed
 

to
 "

W
o 

is
t d

as
 

Ba
de

zi
m

m
er

," 
w

hi
ch

 is
 le

ss
 

co
m

m
on

 in
 G

er
m

an
.

Th
e 

pr
ot

ot
yp

e 
us

es
 

Bo
se

 A
R 

su
ng

la
ss

es
 

eq
ui

pp
ed

 w
it

h 
m

ic
ro

ph
on

es
 a

nd
 

sp
ea

ke
rs

, c
on

ne
ct

ed
 

to
 a

 m
ob

ile
 a

pp
lic

at
io

n.

Re
co

gn
iz

es
 

co
nt

ex
t 

an
d 

to
ne

, i
m

pr
ov

in
g

th
e 

na
tu

ra
ln

es
s 

of
 tr

an
sl

at
io

ns
.

Lo
w

er
 a

cc
ur

ac
y 

fo
r

no
n-

​na
ti

ve
 

sp
ea

ke
rs

 o
f S

pa
ni

sh
an

d 
G

er
m

an
, 

po
te

nt
ia

lly
 d

ue
 to

 
pr

on
un

ci
at

io
n 

an
d 

ph
ra

si
ng

 e
rr

or
s.

H
ov

de
 e

t a
l.

N
o 

cl
ea

r 
pu

rp
os

e
of

 s
tu

dy
 a

nd
 

ex
pl

an
at

io
n 

st
ud

y'
s 

ev
al

ua
tio

n
pr

oc
es

s.

Re
su

lts
 fo

r 
sp

ee
d 

an
d 

ac
cu

ra
cy

 s
ho

w
ed

 
co

ns
is

te
nc

y 
in

 th
e 

sy
st

em
 n

o 
m

at
te

r 
w

hi
ch

 la
ng

ua
ge

 
co

m
bi

na
tio

ns
 o

r 
ph

ra
se

s 
w

er
e 

us
ed

.

Re
vi

ew
 o

f A
I-​d

ri
ve

n 
A

ug
m

en
te

d 
Re

al
it

y
gl

as
se

s 
w

ith
in

 w
ir

ed
an

d 
w

ir
el

es
s 

sy
st

em
s 

fo
r 

re
al

-​
tim

e 
m

ul
ti

lin
gu

al
 

co
m

m
un

ic
at

io
n.

St
ru

gg
le

s 
w

it
h 

lin
gu

is
ti

c 
nu

an
ce

s,
 

id
io

m
at

ic
 

ex
pr

es
si

on
s,

 a
nd

 
co

nt
ex

t.

U
se

r 
Ex

pe
ri

en
ce

:
Co

nc
er

ns
 o

ve
r 

pr
iv

ac
y,

 u
sa

bi
lit

y,
 

an
d 

so
ci

et
al

 
ac

ce
pt

an
ce

 h
in

de
r

ad
op

tio
n.

N
ee

d 
fo

r 
m

or
e

us
er

-​c
en

tr
ic

 
de

si
gn

s 
th

at
 

ar
e 

in
tu

iti
ve

 
an

d 
effi

ci
en

t.

Re
lia

nc
e 

on
 c

lo
ud

 
pr

oc
es

si
ng

 
in

tr
od

uc
es

 
la

te
nc

y,
 

im
pa

ct
in

g 
re

al
-​

tim
e 

us
ab

ili
ty

.
W

ir
el

es
s 

sy
st

em
s 

fa
ce

 n
et

w
or

k 
av

ai
la

bi
lit

y 
is

su
es

, w
hi

le
 

w
ir

ed
 s

ys
te

m
s 

la
ck

 m
ob

ili
ty

.

Fu
tu

re
 r

es
ea

rc
h 

sh
ou

ld
fo

cu
s 

on
 d

ev
el

op
in

g 
A

I
al

go
ri

th
m

s 
ca

pa
bl

e 
of

un
de

rs
ta

nd
in

g 
cu

lt
ur

al
 n

ua
nc

es
 fo

r 
co

nt
ex

tu
al

ly
 a

cc
ur

at
e 

tr
an

sl
at

io
ns

s.

D
iffi

cu
lty

 s
ca

lin
g 

to
 d

iv
er

se
 

la
ng

ua
ge

s 
an

d 
cu

ltu
ra

l c
on

te
xt

s 
in

 la
rg

e-
​sc

al
e 

de
pl

oy
m

en
ts

.

Au
di

ov
is

ua
l V

ir
tu

al
 

As
si

st
an

t: 
he

lm
et

 w
it

h 
in

te
gr

at
ed

 a
ug

m
en

te
d 

re
al

it
y 

(A
R)

 d
es

ig
ne

d 
to

 
tr

an
sl

at
e 

fo
re

ig
n 

la
ng

ua
ge

s 
bo

th
 a

ud
it

or
y 

an
d 

vi
su

al
ly

.

A 
co

lla
bo

ra
tiv

e 
pr

oc
es

s 
be

tw
ee

n 
ch

ild
re

n 
an

d 
ad

ul
ts

 a
s 

eq
ua

l 
co

nt
ri

bu
to

s

Po
in

te
d 

ou
t t

ha
t t

he
 

he
lm

et
 s

ho
ul

d 
be

 
ad

ju
st

ab
le

 a
nd

 
m

ad
e 

of
 s

of
t 

m
at

er
ia

ls
 to

 b
e 

ac
ce

ss
ib

le
 to

 a
 w

id
e 

de
m

og
ra

ph
ic

.

W
id

er
 v

ar
ie

ty
 o

f 
de

si
gn

 a
ct

iv
it

ie
s 

an
d 

in
cr

ea
si

ng
 

de
si

gn
 s

es
si

on
s 

an
d 

pa
rt

ic
ip

an
ts

 w
ou

ld
 

in
cr

ea
se

 o
ve

ra
ll 

in
cl

us
iv

en
es

s.

Th
e 

su
bg

ro
up

 
th

at
 d

es
ig

ne
d 

th
e 

re
m

ot
e 

al
so

 
w

an
te

d 
it 

to
 b

e 
hi

gh
ly

 
cu

st
om

iz
ab

le

In
 th

e 
ca

se
 o

f a
 

la
ng

ua
ge

 b
ar

ri
er

, 
w

ou
ld

 b
e 

ab
le

 to
 

ta
ke

 c
ul

tu
ra

l 
co

nt
ex

t 
in

to
 

ac
co

un
t.

Fo
r 

sp
ea

ki
ng

, A
VA

 
ca

n 
pr

ov
id

e 
“s

ub
ti

tl
es

” 
th

ro
ug

h 
th

e 
he

lm
et

’s
 v

is
or

 
us

in
g 

AR
.

Tr
an

sl
at

in
g 

fo
re

ig
n 

sp
ee

ch
 

vi
a 

lo
ca

liz
ed

 
sp

ea
ke

rs
 o

r 
ea

r 
bu

ds
 e

m
be

dd
ed

 
in

 th
e 

he
lm

et
.

Es
pe

ci
al

ly
 in

 
ch

al
le

ng
in

g 
en

vi
ro

nm
en

ts
 

su
ch

 a
s 

no
is

y 
or

 
cr

ow
de

d 
ar

ea
s

Ca
pt

io
ni

ng
 e

xp
er

ie
nc

e 
fo

r 
D

H
H

 in
di

vi
du

al
s 

an
d 

m
ul

til
in

gu
al

 u
se

rs
 b

y 
in

te
gr

at
in

g 
sp

ee
ch

-​t
o-

​te
xt

,
re

al
-​t

im
e 

tr
an

sl
at

io
n,

 a
nd

vi
su

al
 e

le
m

en
ts

 in
 A

R 
sp

ac
e.

Cu
rr

en
t d

ev
ic

e 
se

tu
p 

(iP
ho

ne
/i

Pa
d)

 is
 

le
ss

 im
m

er
si

ve
 

co
m

pa
re

d 
to

 A
R 

sm
ar

t g
la

ss
es

.

Id
en

tifi
ca

tio
n 

of
 c

ri
ti

ca
l 

de
si

gn
 

el
em

en
ts Te

xt
ua

l 
El

em
en

ts
: 

Pl
ac

em
en

t, 
si

ze
, 

an
d 

cu
st

om
iz

at
io

n
of

 c
ap

tio
ns

.

U
se

r 
ex

pe
ri

en
ce

 
te

st
in

g 
is

 y
et

 t
o 

be
 c

on
du

ct
ed

 
w

ith
 b

ot
h 

D
H

H
 

an
d 

he
ar

in
g 

in
di

vi
du

al
s.

Li

La
ck

 o
f 

va
lid

at
io

n 
in

 
di

ve
rs

e 
re

al
-​

w
or

ld
 

sc
en

ar
io

s.

In
te

ra
ct

io
ns

: 
O

pt
io

ns
 to

 m
ov

e 
or

 s
ca

le
 c

ap
tio

ns
 

fo
r 

pe
rs

on
al

iz
ed

 
us

e.

Vi
su

al
 

El
em

en
ts

: U
se

 
of

 a
ss

oc
ia

te
d 

im
ag

es
 to

 a
id

 
co

m
pr

eh
en

si
on

.

Th
e 

sy
st

em
 r

ed
uc

es
vi

su
al

 a
tt

en
ti

on
 

sp
lit

 a
nd

 a
llo

w
s 

ca
pt

io
ns

 t
o 

fo
llo

w
 

th
e 

sp
ea

ke
r.

N
o 

cl
ea

r 
pu

rp
os

e
of

 s
tu

dy
 a

nd
 

ex
pl

an
at

io
n 

st
ud

y'
s 

ev
al

ua
tio

n
pr

oc
es

s.

Te
st

ed
 w

ith
 a

 g
ro

up
 

of
 in

di
vi

du
al

s 
w

ith
 

he
ar

in
g 

ch
al

le
ng

es
(n

=?
), 

ev
al

ua
tio

n 
on

ly
 v

er
ba

lly
st

at
ed

U
se

r 
st

ud
y 

(n
=4

0)
 

co
m

pa
ri

ng
 A

R 
gl

as
se

s 
an

d 
m

ob
ile

 
ap

ps
, q

ua
nt

ita
tiv

e 
m

ea
su

re
s 

an
d 

se
m

i-​
st

ru
ct

ur
ed

 
in

te
rv

ie
w

s.

Te
st

ed
 o

n 
En

gl
is

h,
Sp

an
is

h,
 a

nd
G

er
m

an
 fo

r 
ac

cu
ra

cy
 a

nd
 

sp
ee

d
(n

=?
)

N
o 

fo
rm

al
te

st
in

g 
of

 
pr

ot
ot

yp
e.

A
na

ly
se

d 
lit

er
at

ur
e

an
d 

ca
se

 s
tu

di
es

 
on

 tr
an

sl
at

io
n 

ac
cu

ra
cy

an
d 

us
er

 c
ha

lle
ng

es
.

Fo
ur

 c
o-

​de
si

gn
 

se
ss

io
ns

 w
ith

pa
rt

ic
ip

an
ts

 
(n

=1
5)

 to
 r

efi
ne

 
fe

at
ur

es

Ch
an

gi
ng

 th
e 

la
ng

ua
ge

s,
 to

gg
lin

g 
su

bt
itl

es
/a

ud
io

 
m

od
e,

 a
nd

 a
dj

us
tin

g
th

e 
vo

lu
m

e 
of

 th
e 

su
rr

ou
nd

in
g 

w
or

ld
.



Re
se

ar
ch

 c
om

m
un

ic
at

io
n 

ch
al

le
ng

es
 fo

r 
D

ea
f a

nd
 

H
ar

d-
​of

-​H
ea

ri
ng

 in
di

vi
du

al
s

in
 m

ob
ile

 c
on

te
xt

s 
an

d 
de

vl
el

op
es

 H
ea

d-
​M

ou
nt

ed
D

is
pl

ay
 c

ap
ti

on
in

g 
fo

r 
re

al
-​t

im
e 

co
m

m
un

ic
at

io
n.

St
ud

ie
s 

on
 r

ea
l-​t

im
e 

tr
an

sc
ri

pt
io

n 
on

 A
R 

gl
as

se
s

H
ea

d-
​m

ou
nt

ed
 d

is
pl

ay
s 

fo
r 

re
al

-​t
im

e 
ca

pt
io

ni
ng

 
to

 s
up

po
rt

 D
ea

f a
nd

 H
ar

d-
​

of
-​H

ea
ri

ng
 u

se
rs

 in
 

dy
na

m
ic

 s
et

ti
ng

s 
lik

e 
cl

as
sr

oo
m

s 
an

d 
m

ee
ti

ng
s.

A
R 

W
in

do
w

s:
D

is
pl

ay
s 

ca
pt

io
ns

 
in

 3
D

 s
pa

ce
 th

at
 c

an
 

be
 p

os
iti

on
ed

 n
ea

r 
sp

ea
ke

rs
 o

r 
vi

su
al

 
ai

ds
 li

ke
 s

lid
es

.

Ja
in

 e
t a

l. 
20

18
a

Ja
in

 e
t a

l. 
20

18
b

O
lw

al
 e

t a
l.

Pe
ng

 e
t a

l.

D
ev

ic
e 

Li
m

it
at

io
ns

:
H

ol
oL

en
s 

is
 b

ul
ky

, 
he

av
y,

 a
nd

 
ge

ne
ra

te
s 

he
at

, 
lim

iti
ng

 c
on

tin
uo

us
 

us
e.

Pr
ef

er
re

d 
H

M
D

 
ca

pt
io

ni
ng

 fo
r 

its
 

ab
ili

ty
 to

 r
ed

uc
e 

vi
su

al
 a

tt
en

ti
on

 
sp

lit
 b

et
w

ee
n 

th
e 

en
vi

ro
nm

en
t a

nd
 

co
nv

er
sa

tio
n.

Re
al

-​t
im

e 
ca

pt
io

ns
 o

n 
H

M
D

s 
he

lp
ed

 
pa

rt
ic

ip
an

ts
 fo

llo
w

 
co

nv
er

sa
ti

on
s 

w
hi

le
 

lo
ok

in
g 

ah
ea

d,
 

ad
dr

es
si

ng
 c

ha
lle

ng
es

 
lik

e 
ba

ck
gr

ou
nd

 n
oi

se
.

Pa
rt

ic
ip

an
ts

 
ap

pr
ec

ia
te

d 
th

e 
ab

ili
ty

 t
o 

ad
ju

st
 

fo
nt

 s
iz

e,
 c

ap
tio

n 
po

si
tio

n,
 a

nd
 li

ne
 

le
ng

th
.

H
M

D
s 

en
ab

le
d 

pa
rt

ic
ip

an
ts

 to
 

fe
el

 m
or

e 
so

ci
al

ly
co

nn
ec

te
d 

du
ri

ng
m

ob
ile

 
co

nv
er

sa
tio

n.

Th
e 

M
ic

ro
so

ft
 

H
ol

oL
en

s 
pr

ot
ot

yp
e 

w
as

 b
ul

ky
 a

nd
 

he
av

y,
 c

au
si

ng
 

di
sc

om
fo

rt
 d

ur
in

g 
ex

te
nd

ed
 u

se
.

Ca
pt

io
ns

 
di

st
ra

ct
ed

 
pa

rt
ic

ip
an

ts
 fr

om
 

th
ei

r 
su

rr
ou

nd
in

gs
, 

pa
rt

ic
ul

ar
ly

 o
n 

st
ai

rs
or

 u
ne

ve
n 

te
rr

ai
n.

Sh
or

t t
es

tin
g 

du
ra

tio
n 

(2
0 

m
in

ut
es

 p
er

 
pa

rt
ic

ip
an

t) 
lim

its
 

in
si

gh
t i

nt
o 

lo
ng

-​
te

rm
 u

sa
bi

lit
y.

Th
e 

di
sp

la
y 

w
as

 
no

t 
br

ig
ht

 
en

ou
gh

 in
 n

at
ur

al
da

yl
ig

ht
, r

ed
uc

in
g 

us
ab

ili
ty

 
ou

td
oo

rs
.

W
ea

ra
bl

e 
Su

bt
itl

es
 is

 a
 

lig
ht

w
ei

gh
t 3

D
-​p

ri
nt

ed
 

pr
oo

f-
​of

 c
on

ce
pt

 H
W

D
 

th
at

 e
xp

lo
re

s 
au

gm
en

tin
g 

co
m

m
un

ic
at

io
n 

th
ro

ug
h 

so
un

d 
tr

an
sc

ri
pt

io
n 

fo
r 

a 
fu

ll 
w

or
kd

ay
.

Te
xt

 u
pd

at
es

 c
au

se
d

m
ot

io
n 

an
d 

di
sc

on
ti

nu
it

y 
in

 
tr

an
sc

ri
pt

io
n,

 
ha

rd
er

 to
 fo

llo
w

 
co

nv
er

sa
tio

ns
 

se
am

le
ss

ly
.

Li
gh

tw
ei

gh
t 

D
es

ig
n:

 
Th

e 
pr

ot
ot

yp
e 

w
ei

gh
s 

on
ly

 5
4g

 a
nd

 in
cl

ud
es

 a
m

od
ul

ar
 a

rc
hi

te
ct

ur
e 

op
tim

iz
ed

 fo
r 

15
 h

ou
rs

 
of

 c
on

ti
nu

ou
s 

us
e.

Po
si

tiv
e 

fe
ed

ba
ck

 o
n 

di
sc

re
et

ne
ss

 a
nd

 th
e 

ab
ili

ty
 to

 s
ta

y 
en

ga
ge

d 
in

 c
on

ve
rs

at
io

ns
 w

hi
le

 
m

ai
nt

ai
ni

ng
 

en
vi

ro
nm

en
ta

l 
aw

ar
en

es
s.

Co
nd

uc
te

d 
in

 
co

nt
ro

lle
d 

en
vi

ro
nm

en
ts

, w
ith

lim
ite

d 
re

al
-​w

or
ld

 
va

lid
at

io
n 

in
 

ou
td

oo
r 

or
 d

yn
am

ic
 

se
tt

in
gs

.

Sp
ee

ch
Bu

bb
le

s,
 a

 r
ea

l-​t
im

e
AR

 c
ap

ti
on

in
g 

sy
st

em
 

us
in

g 
a 

bu
bb

le
-​li

ke
 

vi
su

al
iz

at
io

n 
to

 e
nh

an
ce

 
gr

ou
p 

co
nv

er
sa

ti
on

s 
fo

r 
D

ea
f a

nd
 H

ar
d-

​of
-​H

ea
ri

ng
  

in
di

vi
du

al
s.

Vi
su

al
 c

ue
s 

in
di

ca
te

th
e 

lo
ca

tio
n 

of
 

sp
ea

ke
rs

 a
nd

 
di

sp
la

y 
di

al
og

ue
 

fr
om

 o
ut

-​o
f-

​vi
ew

 
pa

rt
ic

ip
an

ts
.

Ri
si

ng
 b

ub
bl

e 
an

im
at

io
ns

 a
nd

 
nu

m
be

ri
ng

 
sy

st
em

s 
he

lp
 u

se
rs

 
fo

llo
w

 t
he

 o
rd

er
 o

f 
co

nv
er

sa
ti

on
s.

N
ar

ro
w

 fi
el

d-
​of

-​
vi

ew
 (F

O
V)

 o
f t

he
 

H
ol

oL
en

s 
lim

ite
d 

us
ab

ili
ty

 a
nd

 u
se

r 
co

m
fo

rt
.

Th
e 

sy
st

em
us

es
 

M
ic

ro
so

ft
 

H
ol

oL
en

s.

Sp
ee

ch
 b

ub
bl

es
 

ar
e 

pl
ac

ed
 n

ea
r 

sp
ea

ke
rs

, h
el

pi
ng

D
H

H
 u

se
rs

 
id

en
tif

y 
w

ho
 is

 
sp

ea
ki

ng
.

D
el

ay
s 

in
 v

oi
ce

 
re

co
gn

it
io

n 
aff

ec
te

d 
sy

nc
hr

on
iz

at
io

n 
w

ith
 

co
nv

er
sa

tio
ns

Bu
bb

le
-​li

ke
 

de
si

gn
s 

sh
ou

ld
co

nt
ai

n 
m

or
e 

th
an

 o
ne

 li
ne

 
of

 t
ex

t.
 

A
R 

Su
bt

it
le

s:
D

is
pl

ay
s 

a 
si

ng
le

 
ca

pt
io

n 
lin

e 
fix

ed
 in

th
e 

us
er

’s 
fie

ld
 o

f 
vi

ew
, m

ov
in

g 
w

ith
 

th
e 

us
er

’s 
he

ad
.

Si
m

pl
ifi

ed
 

in
te

rf
ac

e 
re

qu
ir

in
g 

le
ss

 
co

nt
ro

l b
ut

 le
ss

 
fle

xi
bi

lit
y 

th
an

 A
R 

W
in

do
w

s.

M
ul

tip
le

 w
in

do
w

s 
ca

n 
be

 r
es

iz
ed

, 
du

pl
ic

at
ed

, a
nd

 
m

ov
ed

 u
si

ng
 

ha
nd

 g
es

tu
re

s.

N
on

-​t
ra

ns
pa

re
nt

 
di

sp
la

y 
ob

st
ru

ct
s 

vi
si

on
 in

 d
im

ly
 li

t 
ro

om
s.

H
an

d 
ge

st
ur

es
 

re
qu

ir
ed

 to
 

co
nt

ro
l A

R 
W

in
do

w
s 

w
er

e 
di

st
ra

ct
in

g 
to

 
ot

he
r 

pa
rt

ic
ip

an
ts

.

Fi
xe

d 
po

si
ti

on
in

g 
in

 A
R 

Su
bt

it
le

s 
re

du
ce

d 
us

ab
ili

ty
 

w
he

n 
sp

ea
ke

rs
 

m
ov

ed
 o

r 
ca

pt
io

ns
 

ov
er

la
pp

ed
 w

ith
 

vi
su

al
 m

at
er

ia
ls

.

U
I D

es
ig

n:
Si

ng
le

-​li
ne

 c
ap

tio
ns

 
in

 A
R 

Su
bt

itl
es

 o
ft

en
 

la
ck

ed
 c

on
te

xt
, 

m
ak

in
g 

co
m

pr
eh

en
si

on
 

di
ffi

cu
lt.

La
ck

 o
f a

ut
om

at
ic

 
sp

ea
ke

r 
tr

ac
ki

ng
 in

 
AR

 W
in

do
w

s 
re

su
lte

d 
in

 
ad

di
tio

na
l u

se
r 

eff
or

t t
o 

re
po

si
tio

ni
ng

.

W
ea

ri
ng

 th
e 

H
M

D
 

dr
ew

 a
tt

en
ti

on
 a

nd
m

ad
e 

in
te

ra
ct

io
ns

 
fe

el
 u

nn
at

ur
al

 fo
r 

bo
th

 th
e 

us
er

 a
nd

 
co

nv
er

sa
tio

n 
pa

rt
ne

rs
.

Be
tt

er
 v

is
ua

l 
co

nt
ac

t 
w

it
h 

sp
ea

ke
rs

 a
nd

 e
as

ie
r

ac
ce

ss
 to

 v
is

ua
l 

m
at

er
ia

ls
 li

ke
 s

lid
es

 
co

m
pa

re
d 

to
 la

pt
op

-​
ba

se
d 

ca
pt

io
ns

.

En
ha

nc
in

g 
gl

an
ce

ab
ili

ty
 

an
d 

re
du

ci
ng

 
co

gn
it

iv
e 

lo
ad

.

Pr
ef

er
re

d 
fo

r 
dy

na
m

ic
 

se
tt

in
gs

 (e
.g

., 
m

ov
in

g 
sp

ea
ke

rs
)

W
as

 b
et

te
r 

fo
r 

fix
ed

 
gr

ou
p 

in
te

ra
ct

io
ns

.

AR
 c

ap
tio

ni
ng

 w
as

no
te

d 
to

 im
pr

ov
e

pr
iv

ac
y 

by
 

ke
ep

in
g 

ca
pt

io
ns

 
vi

ew
ab

le
 o

nl
y 

to
 

th
e 

w
ea

re
r.

Co
m

pa
ri

so
n 

of
 H

M
D

, 
ph

on
e 

an
d 

sm
ar

tw
at

ch
 

fo
r 

ca
pt

io
ns

D
es

ig
n 

Re
co

m
m

en
da

tio
ns

:
A

ut
om

at
ic

 
al

ig
nm

en
t 

of
 

ca
pt

io
ns

 n
ea

r 
sp

ea
ke

rs
.

Im
pr

ov
ed

 
lig

ht
w

ei
gh

t 
an

d 
un

ob
tr

us
iv

e 
H

M
D

 d
es

ig
ns

 fo
r 

co
m

fo
rt

 a
nd

 
us

ab
ili

ty
.

Su
pp

or
t f

or
 

ad
di

tio
na

l 
in

fo
rm

at
io

n,
 

su
ch

 a
s 

sp
ea

ke
r

id
en

ti
fi

ca
ti

on
.

M
an

ag
in

g 
ca

pt
io

n 
vi

si
bi

lit
y 

an
d 

pl
ac

em
en

t m
ay

 
ov

er
w

he
lm

 u
se

rs
 

in
 d

yn
am

ic
 

se
tt

in
gs

.

Bu
ilt

 a
 p

ro
of

-​o
f-

​
co

nc
ep

t 
pr

ot
ot

yp
e 

to
 d

is
pl

ay
 r

ea
l-​t

im
e 

ca
pt

io
ns

 in
 3

D
 s

pa
ce

on
 th

e 
M

ic
ro

so
ft

 
H

ol
oL

en
s

M
ov

in
g 

ca
pt

io
ns

 c
ou

ld
 

ca
us

e 
di

zz
in

es
s 

or
 

di
sc

om
fo

rt
.

Re
de

si
gn

 e
ff

or
ts

 
fo

cu
se

d 
on

 
re

du
ci

ng
 n

os
e 

w
ei

gh
t 

an
d 

im
pr

ov
in

g 
fr

am
e 

ba
la

nc
e 

fo
r 

w
ea

ra
bi

lit
y.

M
im

ic
s 

ev
er

yd
ay

 
ey

ew
ea

r,
 r

ed
uc

in
g 

so
ci

al
 s

ti
gm

a 
co

m
pa

re
d 

to
 b

ul
ki

er
H

W
D

s 
lik

e 
M

ic
ro

so
ft

 
H

ol
oL

en
s.

In
tr

od
uc

ed
 

ad
ju

st
ab

le
 n

os
e 

br
id

ge
s 

fo
r 

di
ff

er
en

t f
ac

es
 to

 
op

tim
iz

e 
vi

si
bi

lit
y 

an
d 

co
m

fo
rt

.

Tr
an

sc
ri

pt
io

n 
sp

ee
d 

oc
ca

si
on

al
ly

 
la

gg
ed

, p
ar

tic
ul

ar
ly

 
in

 n
oi

sy
 o

r 
m

ul
ti-

​
sp

ea
ke

r 
sc

en
ar

io
s.

D
iffi

cu
lty

 a
da

pt
in

g 
th

e 
sy

st
em

 fo
r 

gr
ou

p 
co

nv
er

sa
tio

ns
, a

s 
th

e 
tr

an
sc

ri
pt

io
n 

st
ru

gg
le

d
to

 d
is

ti
ng

ui
sh

 
be

tw
ee

n 
m

ul
ti

pl
e 

sp
ea

ke
rs

.

N
ee

d 
fo

r 
im

pr
ov

ed
 U

I 
pl

ac
em

en
t 

cl
os

er
to

 t
he

ir
 li

ne
 o

f 
si

gh
t 

fo
r 

be
tt

er
 

fo
cu

s.

Th
e 

di
sc

re
et

 
de

si
gn

 r
ed

uc
ed

 
st

ig
m

a 
bu

t s
til

l 
ca

rr
ie

d 
co

nc
er

ns
 

ab
ou

t 
in

va
si

ve
ne

ss
.

Pa
rt

ic
ip

an
ts

 p
re

fe
rr

ed
 

bu
bb

le
-​b

as
ed

 
vi

su
al

iz
at

io
ns

 o
ve

r 
tr

ad
it

io
na

l c
ap

ti
on

s 
fo

r 
di

st
in

gu
is

hi
ng

 s
pe

ak
er

s 
an

d 
m

ai
nt

ai
ni

ng
 fo

cu
s 

in
 

gr
ou

ps
.

Bu
bb

le
 d

es
ig

ns
 

cl
ut

te
r 

th
e 

sc
re

en
 

in
 s

ce
na

ri
os

 w
ith

 
m

an
y 

pa
rt

ic
ip

an
ts

 o
r

fa
st

 in
te

ra
ct

io
ns

.

U
se

r 
te

st
in

g 
in

vo
lv

ed
 a

 s
m

al
l, 

ho
m

og
en

eo
us

 
gr

ou
p 

w
ith

 li
m

ite
d 

la
ng

ua
ge

 d
iv

er
si

ty
 

(M
an

da
ri

n-
​fo

cu
se

d 
de

si
gn

).

So
m

e 
pa

rt
ic

ip
an

ts
fo

un
d 

th
e 

bu
bb

le
s

vi
su

al
ly

 
di

st
ra

ct
in

g 
du

ri
ng

 
co

nv
er

sa
tio

ns
.

Au
to

-​e
th

no
gr

ap
hi

c 
st

ud
y 

us
in

g 
tw

o 
pr

ot
ot

yp
es

 te
st

ed
 in

 
10

 a
ca

de
m

ic
 

se
tt

in
gs

 o
ve

r 
6 

w
ee

ks
.

Fo
rm

at
iv

e 
st

ud
y 

(n
=1

2)
 

id
en

tif
yi

ng
 n

ee
ds

 o
f 

de
af

 a
nd

 h
ar

d
of

 h
ea

ri
ng

 p
eo

pl
e,

 a
nd

 
se

m
ic

on
tr

ol
le

d 
st

ud
y 

(n
=1

0)
 to

 e
va

lu
at

e 
pr

ot
ot

yp
e 

.

La
rg

e 
su

rv
ey

 (n
=5

01
), 

pi
lo

t-
st

ud
y 

(fo
rm

at
iv

e 
in

-​la
b

re
se

ar
ch

), 
st

ud
y 

in
-​t

he
-​w

ild
us

e,
 s

tu
dy

 in
 m

ob
ile

 a
nd

 
gr

ou
p 

co
nv

er
sa

tio
ns

 
(n

=2
4)

.

In
te

rv
ie

w
s 

(n
=8

), 
co

-​d
es

ig
n 

se
ss

io
ns

, a
nd

 u
se

r 
st

ud
ie

s 
(n

=1
2)

 c
om

pa
ri

ng
 

tr
ad

iti
on

al
 c

ap
tio

ns
w

ith
 th

e 
Sp

ee
ch

Bu
bb

le
s 

pr
ot

ot
yp

e



Review: Real-Time Language Translator for Augmented Reality 11

Received 03 November 2024; revised 17 November 2024; accepted 12 January 2025

Manuscript submitted to ACM


	Abstract
	1 Introduction
	2 Methodology
	3 Findings
	3.1 Real-Time Translation and Captioning Technologies
	3.2 Research Design
	3.3 User Experience
	3.4 Challenges
	3.5 Design recommendations

	4 Discussion
	4.1 Current State of the Field
	4.2 Future Directions

	5 Conclusion
	References

